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Abstract

Social segregation is a ubiquitous feature of human lifeopResegregate along the lines of
income, religion, ethnicity, language, race, and otherattaristics. This study provides the first
experimental examination of decentralized matching wehrsh frictions and institutionalized
segregation. The findings indicate that, without a segr@gatstitution, high types over-segregate
relative to the equilibrium prediction. We observe segtiegaattempts even when equilibrium
suggests that everyone should accept everyone else. Indbenge of a segregation institution,
high types successfully segregate themselves from lowstypenost sessions, despite chasing
behavior of some low types. However, high type over-sedi@gé&ehavior destroys the efficiency
gain from the segregation institution.
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1 Introduction

Segregation manifests itself in various aspects of theabacid economic structure. In housing
markets, there is a substantial degree of residential gatioa by income across school districts.
Despite the civil rights legislation, especially the Faouding Act of 1968, residential racial segre-
gation persists in many cities in the United States (Cutle&ae&er and Vigdor 1999). Metropolitan
areas, such as Detroit and Chicago, have become what a popldaogbes as “chocolate city,
vanilla suburbs” (Farlegt al (1978), Farley and Frey (1994)). Furthermore, socioldgtadies
of marriage markets across cultures (Kalmijn (1991), Srhileee and Lammers (1998)) show that
people have a tendency to match on social origins (the asergimension of status homogamy),
as well as on educational attainments (the achievemeningdiore of status homogamy).

Segregation also occurs when forming communities for $atieractions. In these situations,
people choose with whom they interact. Book clubs, bowlirzglees and country clubs are tradi-
tional forms of social communities. More recently, cybesphas become the home of thousands
of online communities, i.e., groups of people who meet toelaormation, discuss mutual in-
terests, play games and carry out business. Many of therh, agithe Usenéthave no central
authority. Instead, the formation and maintenance of tledi®e communities are completely
voluntary. Many online groups provide not only informatiexchange, but also companionship,
social support and a sense of belonging. For example, wielenajority of users of “SeniorNet”
report joining the Net to seek information, 47 percent asp fo find companionship (Wellman
and Gulia 1999). Such social communities lead to severatasting questions. How do these
communities emerge? How do they evolve over time? Who joiristwdommunity?

Economists have long been interested in who interactgéragth whom and how clubs form
to facilitate interaction and trade. The earliest such waak be attributed to Becker (1973), who
predicts that, without search frictions, perfect assmgahatching arises when agents productively
interact in a complementary fashion. Based on this work, dt@en (1982), Diamond (1982) and
Pissarides (1990) develope a decentralized matching Wankevith search frictions. This frame-
work has proved to be a useful tool in labor economics, macmo@mics and monetary theory.
Examples include the decision of a worker and a firm to enteraremployment relationship; the
decision of a man and a woman to marry; and the decision of arbaryd a seller to complete
a transaction. These models make clear equilibrium predgtof who matches with whom and
whether agents with higher productivity spend more or lese searching than those with lower
productivity before finding a suitable match. In particutaey predict that agents apply a thresh-
old strategy, i.e. they accept types above a certain thigsimol reject lower types. Furthermore,
the thresholds are increasing in the types. Since highestgo not accept types below certain
threshold, unsuccessful matches occur. The reduction @iaoessful matches motivates a new
stream of studies on matching and segregation.

Building on matching models with search frictions, sevetadles independently discover the
perfect segregation result (Collins and McNamara (1990)ti5(992), Bloch (2000), Morgan
(1995), Burdett and Coles (1997), Chade (2001) and Eeckho@8)19This result indicates that,
when it is possible to segment the market into multiple miarkihere exists matching equilibria
where agents sorted by ability (type) form clusters and roatg within these clusters. In this

1The Usenet is the largest conferencing system on the Irteritieis composed of a distributed database of
messages that is passed through an informal global netwasistems that agree to a standard message format.”
(Kollock and Smith 1999)



scenario, when type qualities are complementary in theymtomh function, segregation improves
market efficiency by reducing search costs and thus amegtigrthe negative externality inflicted
by low types. Morgan (1995) calls this result a theoryglhib formation while Smith (1997) calls
it perfect segregatiarBurdett and Coles (1997) callfidormation of class

While the decentralized matching literature in economitrtshattes segregation behavior to the
desire to decrease search costs and strategic compleityemtg@roduction, sociologists have ex-
amined the economic status of each type, as well as the mheneferences of different types for
segregation. For example, in studying residential ra@gtegation, Farlegt al (1993) examine
the housing expenditures between races, as well as thehoeigiod preferences of blacks and
whites in the Detroit area. They find that, while blacks egpra preference for mixed neighbor-
hoods and are willing to enter such areas, whites are relutdaemain in neighborhoods where
blacks are moving in and will not buy homes in already-ind¢gd areas. They identify this dif-
ference in neighborhood preference as the main drivingeféoc segregation. Schelling (1971)
presents a related dynamic model of segregation, wheredapméference for neighbors of one’s
own race may lead to completely segregated neighborhoods.

Empirical studies of matching and segregation mostly useeyudata. For example, Wong
(2003) uses a structural approach to estimate a two-sidéching model largely based on Bur-
dett and Coles (1997). She uses the Panel Study of Income Dyn¢R6ID, 1968-1993) and
finds that wage is a more desirable trait than education idigtieg marriageability for white
men, while education is more desirable for black men. Fisrhy@mgar, Kamenica and Simonson
(2004) examine racial preferences in dating in a field expent. They find stronger same race
preferences for blacks and Asians than for Hispanics anteshirheir results suggest that same
race preference is a contributor to the low rate of interalanarriage.

While field studies are valuable to further our understandirgggregation, they are limited by
the information available in field data. First, agent preferes are not observable. As a result, it is
difficult to assess the welfare changes caused by instialimed segregation. Second, we do not
have detailed field data about how segregation occurs. lpadson, controlled laboratory studies
permit us to induce agent preferences, to observe how ss@egccurs, to separate rational and
nonrational segregation, and to compare the efficiencemiffce with and without segregation
institutions at a level of detail unavailable in field data.

We now summarize our main findings and compare them to thedheal predictions. In
our experiment, we implement treatments with and withogtegation institution. We examine
segregation attempts at both the individual level and tlsétution level. Our most important
finding concerns the fact that high types oversegregatavel® the equilibrium prediction, sug-
gesting strong segregation forces beyond those capturéuaebyy. These individual attempts at
oversegregation prevail in the presence and the absencgegfegation institution. Even in those
environments where equilibrium predicts that everyoneukhaccept everyone else, high types
typically refuse to be matched with low types. We can expllais oversegregation by a noisy best
reply model which indicates that, given the empirical dttion of acceptance thresholds, the
observed behavior is a noisy best response.

In the presence of a segregation institution, when therénayequilibria, a segregation equi-
librium where agents sort themselves into different marketd mate only within each respective
market, and a collocation equilibrium where all agentsamate and mate in the same market, the
segregation equilibrium is selected. We observe high tgpesessfully segregate themselves from
low types in most sessions, despite chasing behavior of $mmiypes. Theory also predicts that



efficiency increases with a segregation institution. Havedue to the oversegregation of high
types, the predicted efficiency gains of the segregatiditutien do not materialize.

This study provides the first experimental examination afettralized matching with search
frictions and institutionalized segregation. Althoughaa humber of experimental papers test the
related search theory (see Cason and Friedman (2003) and @agdfoussair (2003) for recent
examples), they do not address the problem of social segagaAnother related experimental
literature on matching, e.g., Kagel and Roth (2000) and ChdrSanmez (2002), studies the in-
centive effects of various centralized clearinghouse meisms. This literature, sometimes called
centralized matching, does not deal with the issue of segjmegeither.

The remainder of this paper is organized as follows. In $ac#, we present the experi-
mental design for a modified one-population decentralizattihmng model. We choose the one-
population model, as itis the simplest one in this streaneedarch. Section 3 presents hypotheses.
Section 4 presents the main results. Section 5 concludes.

2 Experimental Design

Our experimental design reflects both theoretical and ieahnonsiderations. The goal of the
design is to test the theoretical predictions about equilib strategies, the role of institutions
which facilitate segregation (hereafter calleelgregation institutiop and welfare comparisons
between treatments with and without segregation insbituti

Our experiment is based on the following model. In a typicatehing model, a continuum
of heterogeneous agents search for a partner. Each agdwdracterized by its productivity or
type. In each period, each agent pays a fee to be matched nétlother agert. Each agent
costlessly observes the other’s type and decides whetbagtlier is an acceptable mate. If each
finds the other acceptable, then the pair mates. Mated atlpemiseave the market forever. When
a mated pair exits the market, it is replaced by two unmatedhtagof the same respective types.
If the paired agents do not mate, then they separate andneaatwaie until the next period. The
utility from a mate increases in his or her type. We focus orirenments with complementary
production functions. In such an environment, there exdsisique perfect mating equilibrium in
which all agents use reservation value search strateggeseach agent only accepts a mate whose
type is above a certain threshold.

With complementary production functions, search cost Wasrtegative effects on efficiency.
First, if a matched pair does not mate, we have a deadweight 8econd, search cost changes the
equilibrium strategies. For instance, it can decreasdieshold of high types, resulting in subop-
timal mating. Hence, social welfare generated by the mar&etbe improved by segmenting the
market. In this context, a segment is a set of types that lseardt mate only among themselves. A
mating equilibrium is inefficient if high types are obligemigample from the the entire population
of types, thereby reducing the chance that a high type wetie another high type on the next
try and so making it rational for high types to accept lowgrety, a socially suboptimal action.
Segregation provides higher types with a means of redueiagch costs and ameliorating the neg-
ative externality inflicted by lower types. If utilities fnoa partner is increasing in his or her type,
there exists a matching equilibrium in which agents partithto segments and mating occurs only

2Morgan (1995) and Chade (2001) model search cost as a fixegegseriod, while the other studies model it as
pure time cost and thus use discounting.



among agents belonging to the same segment. The resulsignasent of types to segments is
incentive-compatible for all types. In this scenario, sggtion improves market efficiency.

The setup of the theoretical models is challenging for latwyy studies. For example, a typical
decentralized matching model assumes a continuum of agemtgeserve stationary distribution
of types on the market, the model assumes that a mated ptsrtie&i market and is replaced by
two unmated agents of the same respective types. These@ssusrare difficult to implement in
a laboratory setting. In our study, we relax some of theseraggons and numerically compute
the equilibrium.

We implement & x 2 design. To test the robustness of the theoretical predtiath regard
to changes in the environment, we use two different payoffrices. For each payoff matrix,
we implement two treatments, one with a single market (withsacial institution to facilitate
segregation) and one with two markets where agents can elvaaoish market to join and trade
exclusively in (with an institution to facilitate segreat).

Our design is based on the theoretical literature, but iptediato the laboratory setting. Our
game departs from the theoretical models in two ways. Fassit is not feasible to have a con-
tinuum of agents in the laboratory, we use a discrete numba&gents. Second, after each mated
pair exits the market, they enter a queue and then enter tHeetragain as new types. The latter
is designed to reuse the same group of subjects but give tifaredt types. The introduction of
the queue is a novel feature of the experimental design. ddiith queue, the likelihood that an
agent leaving the market will assume the same type uponiegtiie market again is high, when
the number of agents exiting the market is small. The quedigces this likelihood, and therefore,
allows each subject to make multiple rounds of decisionsl@ach about this rather complicated
game. At the same time, it preserves the stationarity of isigilalition of types on the market.
As agents tend to assume different types in different “livéss design feature minimizes mo-
tives such as envy and snobbery, which might appear if antdgesna fixed type throughout the
experiment. These motives are not part of the theory. Thezetve think that letting an agent be
different types in different “lives” gives theory the bestance.

Since theory requires a stationary distribution of typesh@enmarket, we fix the distribution of
types to a set of discrete pointg,, 2, - - - , 6}. In our experiment, participants know the exact set of
types. Each session has sixteen participants. During aey gieriod, twelve of the participants are
on the market(s) and four are in a queue. We randomly ass@nafdhe twelve participants their
types from the sef1,2,--- ,6}. Each type is assigned to exactly two participants, whitdwesl
for the possibility for each type to be matched with anotHetsoown type. The four participants
in the queue do not have types assigned to them. For treamathit one market (hereafteo
segregation institution), the experiments uses the following procedure.

1. At the beginning of each period, each participant on thekatas informed of his typet;.
Each then submits a threshold valug,i.e., a reservation value which specifies the lowest
type he is willing to accept.

2. The twelve participants in the market are randomly matchi six pairs. Each participant
in a pair is informed of his match’s type;, and therefore, whether his match is acceptable
or not, i.e., whethet; > 7,. Furthermore, he is informed of whether his match accepts or
rejects him, i.e., whethef > 7,. Participants are not informed of their match’s threshold.

(&) A mating is successfully made if and only if both partn@csept each other. In this
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case, the mated pair exits the market, each with a profit op#yeff derived from
mating, (¢, t;), minus the per period search cast,

(b) Otherwise, participants remain on the market and keep tpes, while incurring a
search cost of.

3. The four participants in the queue do not make any de@saod incur no search cost.

4. At the end of each period, all those who exit the marketpleaibd are put to the end of the
gueue in a randomized order. Participants in the queue tr@@narket sequentially, getting
randomly assigned the types of the exiting participants.

5. At the end of each period, one of the participants throwsnastded die. The experiment
ends when the numbers eight or nine show up. In other wordsliitount factor i§.8.

6. If there is an insufficient number of periotisye start a new run from the very beginning.
This means that all participants are randomly reassigradrbies. Twelve participants are
assigned to the market with new types, while four participame assigned to the queue.

7. Each participant is informed of her earnings for a perasdyell as her cumulative earnings,
at the end of each period. Subjects are paid for all periods.

The procedure for the treatments with two marksegyfegation institution) is similar to that
for the treatments with no segregation institution, exdeat participants need to choose between
the two markets at the beginning of each period. More spadifjc

1. At the beginning of each period, each of the participamdependently and simultaneously
decide whether to enter market A or market B.

2. If there are an even number of participants in both marletiss can be formed. However,
if there are an odd number of participants in each market ismot feasible. Whenever this
odd problenoccurs, one participant is chosen randomly to stay in a narkeh is not his
choice. The selection of this participant is subject to tii¥ing constraints:

(a) Inthe first period, those who choose to stay in market & Ipaiority to stay in B. One
of the participants who wants to go to A is randomly chosendy s B.

(b) In subsequent periods, those who have been in a markkeiprevious period have
priority to stay in that market. One of the participants whanis to switch markets is
randomly chosen not to switch.

(c) Participants who wanted to switch in the previous pehade priority in choosing to
go to a market.

3. After being informed about the market they belong but authknowing the composition of
each market, each participant submits a threshold. Onegawe submits a threshold, each
participant is informed of how many participants opt for kerA, in addition to the infor-
mation in treatments with no segregation institution. Theaqus proceeds as in treatments
with no segregation institution.

3Operationally, we start a new run if the sum of periods of afisr is less than 40. Subjects do not know this
information.



As we have a discrete number of types, we resort to numerietllads to compute the optimal
reservation values (i.e., thresholds), the expected pajmfeach type, as well as the equilibrium
segregation patterns for each treatment. A descriptioneoatgorithm is in Appendix A.

[Table 1 about here.]

Table 1 presents the two payoff matrices in our experimétagoff matrix 1 is generated from
the supermodular payoff functior;t;)!*, wheret; and¢; are the types of a matching pair of
agents. We take the integer part of this function, and mathié/ matrix so that the segregation
equilibrium is (1-2) and (3—6). We choose an asymmetricegggion equilibrium so that subjects
can not use a focal point, such as (1-3) and (4-6), to segimemiselves. In this payoff matrix,
with two markets, there exist a segregation equilibrium ab &s a collocation equilibrium.

While payoff matrix 1 has a segregation and a collocation ldgiwim in the presence of a
segregation institution, we design payoff matrix 2 to chetlether segregation occurs even when
theory does not predict it. The latter is motivated from tbeislogical studies of residential
segregation where neighborhood preferences rather tlmamoetc forces are the main cause for
segregation. In payoff matrix 2 without segregation insitgin, in equilibrium, there is no segrega-
tion, i.e., everyone always accepts everyone else. Funthrey;, with segregation institution, there
IS no pure strategy segregation equilibrium. In this envinent, where economic forces do not
lead to stable segregation patterns, we are interested ethehsocio-psychological forces lead
agents to segregate.

[Figure 1 about here.]

Figure 1 is a three-dimensional representation of the twofbanatrices. Note that the payoff
landscape of payoff matrix 1 is much steeper than that of fbayatrix 2. This difference creates
different levels of incentives for high types to accept lgpwes, which will be discussed in detail
in Section 4.

[Table 2 about here.]

Table 2 summarizes the features of our experimental sesssrariuding the payoff matrix, seg-
regation institution, session number, number of runs imeassion and total number of periods in
each session. Each session has sixteen subjects. As eiteifore, at the end of each period, one
of the participants throws a ten-sided die to determine dred run ends that period. Therefore,
each run has a different number of periods, ranging from 13tol3the total number of periods
is less than 40, we start a new run. This way, the participantgach session have sufficient op-
portunity to learn about the game. The total number of psriaceach session varies from 40 to
60.

For each of the four treatments, we conduct four indepensksgions. Overall, sixteen inde-
pendent computerizédessions were conducted at the University ofizh from December 2001
to January 2002. Our subjects are students from the UniyeskiZirich and the Swiss Federal
Institute of Technology (ETH). No subject is used in morentbae session. This gives us a total
of 256 subjects. Each session lasts between one hour thintyt@s to one hour fifty minutes, with

“We use zTree (Fischbacher 1999) to program our experiments.



the first thirty to thirty-five minutes being used for insttions. The exchange rate is ten points for
SFr 0.23 for payoff matrix 1, and SFr 0.42 for payoff matrixThe average earnings SFr 31.20.
The experimental instructions are included in Appendix BtaDare available from the authors
upon request.

3 Hypotheses

In this section, we summarize the matching equilibrium ef game based on numerical compu-
tations described in Appendix A, and formally state a setygfdtheses regarding the thresholds
submitted by participants, the segregation patterns, flisteacy comparisons between treatments
with and without segregation institution. Our notion of gigpuium is the standaranatching equi-
librium in the theoretical literature (see, e.g., Chade (2001)ditimély, a matching equilibrium is

a profile of stationary strategies such that each agent msegtenal strategy given her conjecture
about the strategies chosen by other agents, and thesettwaegeare correct in equilibrium. In
computing the matching equilibria, we ignore the “odd pesh® described in Section 2.

For payoff matrix 1, without segregation institution, tregudibrium threshold for types 1 and 2 is
1, for type 3 is 2, and for types 4—6 is 3. Therefore, we havédth@wving hypothesis.

HYPOTHESIS 1 For payoff matrix 1, without segregation institution, typgks? will submit a
threshold equal to 1, type 3 will submit a threshold of 2, whyigets 4—6 will submit a threshold
equal to 3.

For payoff matrix 1, with segregation institution, there awo equilibria, a segregation equilibrium
and a collocation equilibrium. In the segregation equiilibr, types 1-2 will join one market, while
types 3—6 will join the other market. The equilibrium threkhfor types 1 and 2 is again 1, while
that for types 3-6 is 3. If all agents are in the same marketieker, no matching is possible
in the empty market. In this case, an agent has no incentivmitaterally change to the other
market. Therefore, all agents in the same market alwaygitaes a matching equilibrium. We
call this second type of equilibrium a collocation equilin. In the collocation equilibrium, all
types remain in the same market and they are mutually addepiaeach other. Therefore, we
have the following two hypotheses.

HYPOTHESIS 2 For payoff matrix 1, with segregation institution, agentslségregate into two
markets, i.e., types 1-2 will join one market, while types 34igeim the other market.

HYPOTHESIS 3 For payoff matrix 1, with segregation institution, agentslwillocate in one
market.

5The exchange rate between Swiss francs and U.S. dollars titrth of the experiments was approximately=-$1
SFr 1.65.

6Since agents staying in a market can always remain in thatehésee how we solved the “odd problem” in
Section 2), an agent who wants to unilaterally change tohemanarket cannot do so. Therefore, if we do not
ignore the odd problem, any composition with an even (butzeme) number of agents in each market would be an
equilibrium, because choosing the other market has noteffettherefore does not affect the agent’s payoff. For this
reason, when we numerically compute the equilibrium, weiassthat agents who want to change to another market
can always do so, i.e., we ignore the “odd problem.” In oupdtgm, an agent is matched any other agent in the
market with equal probability.



In other words, for payoff matrix 1, when there are two maskétypothesis 2 predicts perfect
segregation between the high and low types, while Hypash@giredicts collocation. It will be
interesting to see which equilibrium is selected.

For payoff matrix 2, without segregation institution, inuddprium, all types are mutually accept-
able to each other. With segregation institution, howethare is no pure strategy segregation
equilibrium.

HYPOTHESIS 4 For payoff matrix 2, with or without segregation instituticil types will submit
a threshold equal to 1.

For payoff matrix 2, with segregation institution, high ggphave an incentive to form their own
club, while low types have an incentive to join this club. Téfere, we expect the low types to
chase the high types. As a result, we do not expect stablegsggn.

HYPOTHESIS 5 For payoff matrix 2, with segregation institution, low typedl chase high
types.

The next two hypotheses concern how the availability of aegggion institution affects efficiency.
HYPOTHESIS 6 For payoff matrix 1, segregation institution will improvdiefency.
HYPOTHESIS 7 For payoff matrix 2, segregation institution will not affexfticiency.

Hypothesis 6 is derived from the numerical computation. éilipsis 7 is based on the fact that
chasing behavior and noise cannot systematically imprtiiceeacy.

4 Results

In this section, we present the results from our experim@fetfirst examine segregation attempts
at the individual level by looking at the submitted thresisolFor the treatments with segregation
institution, we examine the segregation patterns in easdtrtrent. We then examine matching
frequency and efficiency in each treatment.

In our experimental setting, segregation can occur at twelde At the individual level, at-
tempts to segregate manifest themselves as submittedhdhassi.e., the lowest type an agent is
willing to accept as a trading partner. This type of segiegabccurs in all treatments. At the
institution level, segregation manifests itself by sepaggagents into two markets. We investigate
each level of segregation and their effects on matchingugaqy and efficiency. For simplicity of
exposition, we call types 1 and 2 low types, types 3 and 4 nmedypes, and types 5 and 6 high

types.



4.1 Individual Segregation Attempts: Submitted Threshold

First, we examine the submitted threshold from each typaah ®f the four treatments. Note that
the submitted threshold is meaningful in treatments wigresgation institution, as subjects submit
their thresholds each round before observing the markeposition of that round.

[Figure 2 about here.]

Figure 2 presents the average submitted thresholds of gpehrt each treatment, as well as
the corresponding theoretical predictions (the empty ieguand black dashes). The top panels
present the average submitted threshold in payoff matmhile the bottom panels present the av-
erage submitted threshold in payoff matrix 2. From Figune@can see that the average submitted
threshold largely conforms with the theoretical predictian payoff matrix 1. In particular, with
segregation institution, the segregation equilibriumtfies data better than the collocation equi-
librium. However, in payoff matrix 2, high type threshold® anarkedly higher, although theory
predicts everyone should accept everyone else. The faltpvasult formally states this finding.

RESULT 1 (Distribution of thresholds) The mode of the distribution coincides with the theoret-
ical prediction for five out of six types in payoff matrix 1 with segregation institution. The mode
coincides with the theoretical prediction for four out of grpes in payoff matrix 1 with segregation
institution. For payoff matrix 2, while the mode coincideshitie theoretical prediction for types
1, 2 and 3, high type thresholds are much higher than the dquim prediction.

[Table 3 about here.]

SUPPORT: Table 3 presents the empirical distribution of submittectshold by each type in
each of the four treatments. In each panel, for a given tyaeh eow reports the proportion of
submitted threshold by that type. Boldfaced numbers are thaerof the distribution in each row,
while shaded and framed numbers represent equilibriunigiieas. |

Result 1 indicates that theory, as formulated in Hypothespretlicts reasonably well in payoff
matrix 1 with no segregation institution. The mode of dimition overlaps with the theoretical
prediction for most types. It is interesting to note that whmth segregation and collocation
equilibria exist with segregation institution, the seggn rather than collocation equilibrium is
selected. However, for payoff matrix 2, the results do notespond as well to the theoretical
predictions. What is striking about the submitted threstialcpayoff matrix 2 is that, even though
theory predicts that everyone accepts everyone elsali.submitted thresholds should equal one,
high types try to segregate at the individual level by subngtmuch higher thresholds.

To investigate this high-threshold puzzle, we use two dhife approaches. The first approach
uses a static noisy best response model in a similar spitih@sjuantal response equilibrium
model (McKelvey and Palfrey 1995) to explain the distribatiof thresholds across treatments.
The second approach analyzes the adjustment dynamicseshtiid choices.

In the first approach, we check whether the chosen thresicaldde rationalized given the
behavior of other players. Using simulation analysis, weagine the payoff difference between
accepting and rejecting a particular type, assuming thereralpdistribution. From the submitted
threshold, we compute the probability of mutual acceptdreteveen types, i.e., who mate with
whom. We next use the empirical distribution of submittec$holds (Table 3) and the probabil-
ities of mutual acceptance, to compute the probability #magent leaves the market. We then
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compute the probability distribution that a given type Wil in various positions in the queue after
mating. Next, we compute the expected value for each tyflewimg the same iterative algorithm
described in Appendix A. Finally, we use these values to agmghe payoff difference between
accepting and rejecting a type.

[Table 4 about here.]

Table 4 presents our simulation results. In Table 4, eaaty eepresents the payoff difference
between accepting and rejecting a given type. This payéfreince indicates the optimal deci-
sion rule given the empirical distribution of thresholdfielsign of the payoff difference indicates
whether a player should accept a given type, while the madaiof the payoff difference indicates
the strength of the incentives. For example, in the lastdinthe bottom panel (PM2: Segmen-
tation Institution), we examine a type 6’s optimal decisiate. Given the empirical distribution,
a type 6’s expected payoff difference between acceptingrejedting a type 1 is -14, indicating
that she should not accept a type 1. Similarly, she shouldoogpt a type 2. Accepting types
3 and above gives her a positive expected payoff differertmvever, the payoff difference be-
tween accepting and rejecting a type 3 is only 3, which do¢prvide a strong incentive, while
the payoff difference between accepting and rejecting a &5 11, which provides a stronger
incentive. Comparing this line with the last line in Table 3axe 46% of the participants submit-
ted a threshold of 4, the empirical distribution is congisteith the simulation results. From our
simulation, we find that the simulated payoff differences largely consistent with the modes of
empirical distribution presented in Table 3. In particutae high thresholds in payoff matrix 2 is
optimal given the empirical distribution of thresholds.

[Table 5 about here.]

While the above analysis looks at the distribution of thrédhiover all runs, Table 5 presents
the distribution of thresholds in the first (left panel) aadtirun (right panel) of each treatment.
When comparing the distribution of thresholds between tisedind last run of each treatment, we
find a fair amount of learning across all types. For exampile proportion of type 1 equilibrium
thresholds increases from between 70 and 80 percent inghedir, to nearly 100 percentin the last
run. The proportion of equilibrium thresholds for type 2scaincreases, by a substantial margin.
While we see improvement of equilibrium play in medium andchtigpes, this improvement is not
nearly as dramatic.

This comparison of the first and last run behavior leads tsecond approach, which examines
the dynamics of the submitted thresholds. In particularaveeinterested in how prior experience
changes a subject’s decision. We use the following spetiditdo look at whether a subject
increases or decreases her threshold if she is accepted hyalheh in the previous period and if
that match is successful:

Threshold— Threshold™ = a+ b Accepted-by-othér! + cx Accepted-by-othér! = D!~ 1 ¢!,

1)
where Accepted-by-other' is a dummy variable which equals one if a subject is acceptdteb
match in the previous round and zero otherwise, Bfigl.. is a dummy variable which equals one
if the two players are mutually acceptable and zero otherwl® examine threshold adjustment,
we consider two cases. In the first case, an agent is acceptest partner, but does not accept her
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partner in round — 1. In roundt, she might realize that she is too picky and therefore migtritw
to lower her threshold. Therefore, we expéct 0. In the second case, two agents are mutually
acceptable to each other and therefore the match is suatessiunds — 1. If the agent in round

t is endowed with the same type again, we expect that she daehange her threshold, i.e.,
b+ ¢ = 0. We test this model by examining the case when an agent kkesame type in two
consecutive periods.

RESULT 2 (Dynamic Adjustment of Threshold) An agent significantly decreases her threshold
if she is accepted by her partner but the match is unsucdesshe previous period. The threshold
remains the same if a match is successful in the previousgberi

[Table 6 about here.]

SUPPORT: Table 6 reports the OLS regression results from six spetigicsusing Equation (1).
In each of these specifications, robust standard errorsdastad for clustering at the session
level.” The bottom panel presents the null and alternative hypethes well as the corresponding
p-values for the F-tests. For all types, we can refégt b = 0 in favor of H; : b < 0 at the 1%
or 5% level. Furthermore, for types 1, 2, 4 and 5, we cannetctéf, : b + ¢ = 0. For type 3,
however, we can reject the null at the 5% level. Thereforeydcessfully matched in the previous
period, a type 3 upgrades her threshold)bh6. This upgrade is statistically significant at the 5%
level, but not economically significant, as the mean thrieksfo type 3s is2.15. |
Result 2 indicates that agents learn to adjust their thrdstiadm prior experience. As a result,
a comparison of the distribution of submitted thresholddefirst and the last run of each session
indicates a substantial increase in the proportion of dayuiin thresholds, especially by low types.

[Table 7 about here.]

We note from the previous analysis that the increase in ieguin thresholds from medium
and high types is not as dramatic. We now use probit analysgdamine whether the proportion
of equilibrium thresholds decreases with type. Table 7 ntsghbe results of probit regressions with
Equilibrium Threshold as the dependent variable. In thegeasssions, Equilibrium Threshold is a
dummy variable, which equals one if a submitted thresho&higquilibrium and zero otherwise.
The independent variables are Own Type and a constant. kpadifications, standard errors
are adjusted for clustering at the session level. From Téblse see that coefficients of Own
Type in all four specifications are negative and highly digant, indicating that the proportion of
equilibrium threshold indeed decreases with type. Thislte®uld be due to two reasons. First,
a higher type might face a more complex decision problem th&wer type. For example, if
agents accept own type or lower, then a type 2 agent’s proislevhether to accept type 1, while
a type 6’s decision is whether to accept any of the types Idingan himself. Second, consistent
with our simulation analysis presented earlier, higheegholds by high types are optimal given
the empirical distribution.

’As observations within a session are not independent,etlngtat the session level allows the error term to be
heteroscedastic, and correlated across both individnalsaunds, but independent across sessions.
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4.2 Segregation Institution

We now examine the effects of segregation institution irheafcthe two environments. Recall
that theory predicts that, in payoff matrix 1, the segregaéquilibrium should be (1-2)(3-6), i.e.,
types 1 and 2 should be in one market, while types 3 — 6 should baother market, and the
collocation equilibrium should be (1-6). In payoff matrixtBere is no pure strategy segregation
equilibrium.

We first investigate the segregation desires expressecehyattticipants. In this situation, we
are interested in whether the segregation or the collatagmilibrium is selected in payoff matrix
1, and whether all types stay in the same market in payoffimatr

To study segregation desires, we use a probit specificatitnchustering at the session level.
The dependent variable is Desired Market, which equalsfonarket A is preferred, and zero oth-
erwise. The independent variables are the number of lowjurmedind high types in the previous
two periods, respectively. We also explore specificatioitis thie number of each type as indepen-
dent variables. However, as the number of types 1 and 2 terfds/e the same effects, as does the
number of types 5 and 6, we aggregate each respective gagnetvariable. The number of types
3 and 4 in previous periods sometimes gives different ptiedis; therefore, we keep them as two
separate independent variables in the regressions. Imudeteg how many periods participants
look back on to make their decisions, we try specificationth whe, two and three periods, and
find that the two-period model is the simplest one which cagstall the basic insights. Thus we
report our results using the two-period model. Results frioenanalysis are summarized below.

RESULT 3 (Segregation Desires) :In both payoff matrices, medium and high types prefer to be
in the market which contains high types in the previous pariadd prefer not to be in the market
which contains low types in the previous periods. While Igeesyprefer to be in markets which
contain low types in the previous periods, type 1 in PM1 ape & in PM 2 also prefer to be in
markets which contain high types in previous periods.

[Table 8 about here.]

SUPPORT: Table 8 presents the results of our probit regressions. tim fayoff matrices, coeffi-
cients fomfz1 are positive and significant for types 1 and 2, and negatidesanificant for types

4 and 6. Additionally, the coefficients f@l@jg are positive and significant for types 3 to 6 in both
payoff matrices, for type 1 in payoff matrix 1 and for type Zoayoff matrix 2. |

Result 3 indicates that, in payoff matrix 1, medium and higtety/try to separate themselves
from the low types, while low types prefer to stay in the “lomarket, although type 1s also desire
to enter the “high” market. This finding is largely consigteuith the prediction in Hypothesis 2,
i.e., the segregation equilibrium is selected.

In payoff matrix 2, theory predicts that there is no puretstyg segregation equilibrium. How-
ever, we observe that medium and high types try to segrepataeselves from low types. The
results for low types are mixed. That is, while low types gatig prefer to stay in the “low” mar-
ket, type 2s try to enter the market which contains higheesyip the previous periods. One can
interpret this result as type 2s chasing the high types. efbe, by Result 3, we partially accept
Hypothesis 5.
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A straightforward implication of theory is that the samedyghould always be in the same
market. In the experiment, due to the odd probfelimited computation capacity and other rea-
sons, we observe many different segregation patterns. dotidythese segregation patterns, we
define a segmentation index. Tlsisgmentation indeis the difference of the mean of types of all
participants between market A and®Bhe sign of the index indicates which market the high types
are in, while the dynamic movement of the index indicatesstiability of the segmentation. For
example, when market A has two type 1s and two type 3s, whilkeh® contains the rest of the
four types, the segmentation index-e2.25,'° which indicates that the high types are concentrated
in market B. Note that the segmentation index is in the rande 85, 3.5|. The segregation equi-
librium for payoff matrix 1, (1-2)(3-6), produces segmeiaa indexes oft+3. If all types stay in
the same market, the corresponding segmentation indexeefined to be-3.5.11

[Figure 3 about here.]

Figure 3 presents the dynamic paths of the segmentatiocesidi each of the eight sessions
with segregation institutions. The first column in Figurer@égents the four sessions of payoff
matrix 1. The second column presents the fours sessionsyoffpaatrix 2. Figure 3 indicates
that, in some sessions, e.g., sessions 9 and 16, high typessstully segregate themselves into
one market, while in other sessions, e.g., sessions 12 aritie'® are considerable moving and
chasing between markets.

To examine segregation stability, we test the null hypoth#sat the segmentation indices
in each period are drawn from a random distribution. Thatis/ pattern of segmentation is
equally likely to happen. We test this hypothesis agairesatternative hypothesis that the observed
distribution is greater (or less) than the random distrdsut To obtain the random distribution,
we first draw from all possible segmentation patterns, diing patterns with an odd number of
agents in each market, and then compute the segmentatiexfimdeach. Finally, we compare the
distributions of the random and the observed segmentataiogs using the Kolmogorov-Smirnov
equality of distribution tests. Note that whether the emoplirdistribution is greater or less than
the random distribution is not important, as it merely iradés whether the high types coordinate
themselves into market A or B.

[Table 9 about here.]

Table 9 presents the alternative hypotheses, the largéstetice between the two distribution
functions,D, and the approximate p-values of the Kolmogorov-Smirnstste

RESULT 4 (Segregation Stability) : In all four sessions under payoff matrix 1, high types con-
sistently segregate themselves into market A. In two outuwsfdessions under payoff matrix 2,
high types consistently segregate themselves into eitagketA or B.

8The odd problem affects 4.3% of the subjects on the marketgréod in our experiment.

SWe perform all analysis using the difference of the medigresyin each market. Results are not significantly
different.

Wtisequalto(2 x 1 +2x3)/4— (2x2+2x4+2x5+2x6)/8=-2.25

INote that when all types stay in the same market, the segtimniadex is not well defined, as the average type
of the empty market is not well defined. In this case, we detieaverage type of the empty market to be zero,
therefore, the segmentation indexdi8.5. Alternatively, we can define the segmentation index to e.zé/e have
done all subsequent analysis using the alternative definigind find the results similar to what we present here.
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SUPPORT: Table 9 presents the results of the Kolmogorov-Smirnostdatr sessions 9, 10, 11,
13, and 14, we reject the null hypothesis that the two distidins are equal in favor of the alter-
native hypothesis that the observed distribution is grahtan that of the random distribution. For
session 16, we reject the null hypothesis of equal disiobun favor of the alternative hypothesis
that the observed distribution is smaller than that of tmeloan distribution. |

Result 4 indicates that high types are fairly successful gneggating themselves under payoff
matrix 1, a finding that supports the segregation equiliar{zather than the collocation equilib-
rium) prediction. However, under payoff matrix 2, high tgp&re successful in only half of the
sessions. The remaining two sessions (12 and 15) are chazacdtby chasing and instability.

As indicated, the main benefit of segregation from an ecoo@tandpoint, is increased effi-
ciency as a result of more frequent acceptance of a mate asddduced search costs. However,
whether the theoretical efficiency gain from segregatititintions can be realized depends on
two factors: whether participants can successfully segesthemselves, and whether they accept
other types in the same market.

We first investigate the effects of segregation institubarsubmitted thresholds by comparing
thresholds in treatments with and without segregatiorntutgin. The findings in Figure 2 indicate
that, while submitted thresholds from each type are not nuifferent under payoff matrix 2
(top panels), they are different for types 3 and 6 under gayetrix 1 (bottom panels). More
specifically, with segregation institution, type 3s loweeit thresholds, while type 6s raise their
thresholds. Using OLS regressions, with threshold as tpert#ent variable, and segmentation
dummy as the independent variable, we find that these eHieetsignificant. That is, under payoff
matrix 1, the coefficient for the segmentation dummy for T@gde negative and significant at the
1% level, while the corresponding coefficient for Type 6 isifige and significant at the 10% level.
None of the other coefficients is significaddtOne interpretation of this finding is that the increase
in thresholds of the high type drives down the thresholdyeé 3. In other words, if type 3 is not
accepted by the high types, he might be able to increase pyoditcepting lower types.

This change of submitted thresholds destroys the theatgtiediction of an increased match-
ing success rate for payoff matrix 1. In payoff matrix 1, Manthitney tests of matching success
rate at the session level between treatments with and witemregation institution is not signif-
icant (p-value = 0.2482). In payoff matrix 2, however, thessen level matching success rate
with segregation institutions is weakly higher than thathwut: the Mann-Whitney test yields a
p-value = 0.0833. Comparing matching success rates betweetwd payoff matrices, we find
that, while matching success rates across payoff matrieesa significantly different with no
segregation institutions (p-value=0.3865), payoff nxa2rhas a significantly higher matching suc-
cess rate than does payoff matrix 1 with segregation ingtite (p-value = 0.0209). This higher
matching success rate increases efficiency.

RESULT 5 (Segregation and Efficiency) : In payoff matrix 1, efficiency is not significantly dif-
ferent with or without segregation institution. In payoff ma@, efficiency weakly increases with
segregation institution.

SUPPORT: In payoff matrix 1, Mann-Whitney tests of session level aggte profit between
sessions with and without segregation institution is nghigicant (p-value = 0.4008). In payoff

?Tables are available from the authors upon request.
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matrix 2, the session level aggregate profit with segregatistitution is weakly higher than that
without: the Mann-Whitney test yields a p-value = 0.0833. |

Result 5 leads us to reject Hypothesis 6 and accept Hypotliesla payoff matrix 2, we
observe a greater number of successful matchings andfahereigher efficiency. Although there
is no pure strategy equilibrium in this situation, the diffiet types successfully separate into two
markets in half of the sessions. Furthermore, participamtsot change their submitted thresholds.
Hence, a greater number of successful matchings occurs. Byasg, in payoff matrix 1, even
though high types successfully segregate themselves frantypes, their thresholds also change
with segregation institution. In particular, type 6s raisesholds while type 3s reduce thresholds.
Therefore, the effects of segregation institution are chix@verall, there is a slight but insignificant
increase in number of successful matchings. For efficiahsymost important for the high types
to be successfully matched. Therefore, a (weakly signif)aaarease of thresholds for the highest
type leads to a slight but insignificant decrease in the fotait, and thus efficiency.

5 Conclusions

The formation of trading relationships, marriages, clullasses and communities has long fas-
cinated both economists and sociologists. Decentralizattimng theory with search frictions
and endogenous segregation offers one plausible expanathow people form such matchings.
This theory predicts that, in a perfect mating equilibritargoarser version of Becker’s assorta-
tive matching occurs, where blocks of agents sorted bytgloiate with each other. Furthermore,
this theory predicts that, when it is possible to segmeninheket into multiple markets, there
exists a unique matching equilibrium where agents pantitdo segments and matching occurs
only among agents belonging to the same segment. With comepliary production functions,
as segregation provides high types with a means to reducehseasts and ameliorate the neg-
ative externality inflicted by low types, the theory predithat segregation will improve market
efficiency.

This paper reports results from the first experimental stfdyecentralized matching theory
with search frictions in the laboratory. In this experimeme operationalize segregation institu-
tion by providing two markets. We then compare agent stresegith and without segregation
institution. To test the robustness of the theoretical jotamhs, we use two different environments,
payoff matrix 1 and payoff matrix 2. In payoff matrix 1, in teegregation equilibrium, there are
two groups of mutually-accepting agents with or withoutreggtion institution. In payoff matrix
1, in the collocation equilibrium, all agents collocatelie same market and they are mutually ac-
ceptable to each other. In payoff matrix 2, in equilibriuvgriyone accepts everyone else without
the segregation institution. However, with segregatiasiitation in payoff matrix 2, there is no
pure strategy segregation equilibrium.

We study segregation at both the individual and institutewel. At the individual level, agents
segregate by raising their thresholds. At the institutewel, agents segregate by going into differ-
ent markets. We find that equilibrium predictions about tireghold for mating are supported in
payoff matrix 1, where agents partition themselves into asgmmetric groups. However, the the-
ory is not well supported in payoff matrix 2, where in equiithbm everyone should accept everyone
else. In this latter environment, we find that high types érgegregate themselves by raising their
thresholds to exclude low types. We use simulations to etaline decisions of those agents. Our
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simulations indicate that, when agents take the empirisaibdution of thresholds as given, their
decisions are indeed close to optimal.

Our findings also indicate that, when formal segregatiotitutgns exist, i.e., when there are
two markets in our experimental setting, then both mediunh lsigh types prefer to be in the
market which contains high types in the previous periodd,@efer not to be in the market which
contains low types in the previous periods. Conversely, evitibst low types prefer the market
containing low types in the previous periods, some low tyjpgdo chase high types. Despite
these low type attempts to chase high types, high typesstensly segregate themselves into one
market in all sessions of payoff matrix 1, and in half of thessens in payoff matrix 2.

Furthermore, we find that segregation institution weakbréases both the matching success
rate and efficiency in payoff matrix 2, as in half of the sessjdiigh types successfully segregate
themselves and thresholds remain unchanged. Howeveryoffpaatrix 1, although high types
successfully segregate themselves, the highest types tteag acceptance threshold while the
marginal types lower their threshold in the presence ofegggron institution, thus destroying the
efficiency gain from segmentation.

Overall, while decentralized matching theory works welbifiregular” environment, its pre-
diction is not as well supported in an environment whereghg&mo segregation in equilibrium.
In this latter environment, we find segregation attempto#t the individual and institution level.
Our results are consistent with the preference based #sfsam sociological studies of residen-
tial segregation. In our experiment, high types’ reluctata accept low types becomes a noisy
best response, given the empirical distribution of behavio

As the first laboratory study of this kind, we restrict ouvesl to the simplest one-population
model. A natural extension is to study the two-populatiordgian the laboratory to see if the main
findings in this paper still hold. Furthermore, we use a ra@wesign where markets A and B are
almost completely symmetric. This feature can again benebet@ in future work by introducing a
small fee for one of the markets, so that they become asynun®fe predict that, in the presence
of such club fees, high types can segregate more succgsaiiioordination becomes easier. This
also mimics the entrance or membership fee for many clubs.

In sum, this study provides the first experimental examimatif segregation behavior in the
laboratory. It also provides an intriguing framework fotute experimental work on how and why
segregation occurs, as well as the consequences of magkeéstation. We believe that thorough
laboratory studies of decentralized matching with seatictidns and segregation might shed light
on market design, for example, on whether providing muétiplarkets might facilitate job search
in Yahoo!’s HotJobs, and matching success rate at onlineglaites such as match.com.

17



References

Becker, Gary S, “A Theory of Marriage: Part |,Journal of Political Economigsl973,81 (4),
813-846.

Bloch, Francis, “Two-Sided Search, Marriages, and Matchmakdrggrnational Economic
Review 2000,41 (1), 93-115.

Burdett, Ken and Melvyn G. Coles “Marriage and ClassQuarterly Journal of Economig¢s
1997,112(1), 141-168.

Cason, Timothy and Charles Noussair“A Market with Frictions in the Matching Process: An
Experimental Study,” 2003. Purdue University Manuscript.

_and Daniel Friedman, “Buyer Search and Price Dispersion: A Laboratory Studgyirnal of
Economic Theory2003,112 232-260.

Chade, Hector, “Two-Sided search and perfect segregation with fixed $eewsts,”
Mathematical Social Science2001,42 (1), 31-51.

Chen, Yan and Tayfun SSnmez “Improving Efficiency of On-Campus Housing: An
Experimental Study,American Economic Review002,92 (5), 1669-1686.

Collins, E. J. and J. M. McNamara, “The Job-Search Problem with Competition: An
Evolutionarily Stable Dynamic StrategyXdvances in Applied Probability1 990,25, 314-333.

Cutler, David, Edward Glaeser, and Jacob Vigdor “The Rise and Decline of the American
Ghetto,”Journal of Political Economicsl 999,107, 455-506.

Diamond, Peter, “Wage Determination and Efficiency in Search EquilibriifReview of
Economic Studied982,XLIX, 217-227.

Eeckhout, Jan “Bilateral Search and Vertical Heterogeneitinternational Economic Review
1999,40, 869-888.

Farley, Reynolds and William H. Frey, “Changes in the Segregation of Whites from Blacks
During the 1980s: Small Steps Toward a More Integrated 8gtimerican Sociological
Review 1994,59 (1), 23-45.

__, Charlotte Steeh, Tara Jackson, Maria Krysan, and Keith Reees “Continued Racial
Residential Segregation in Detroit: Chocholate City, Varflidourbs Revisited,Journal of
Housing Researgii993,4 (1), 1-38.

___, Howard Schuman, Suzanne Bianchi, Diane Colasanto, and Siy Hatchett, “Chocolate
City, Vanilla Suburbs: Will the Trend Toward Racially Separ&@mmunities Continue?,”
Social Science Research

Fischbacher, Urs “z-Tree: A Toolbox for Readymade Economic Experiments99.9University
of Zurich Working Paper No. 21.

Fisman, Raymond, Sheena lyengar, Emir Kamenica, and Itamar Bnonson “Racial
Preferences in Dating: Evidence from a Speed Dating Expaifh2004. Manuscript.

Kagel, John H. and Alvin E. Roth, “The dynamics of reorganization in matching markets: a
laboratory experiment motivated by a natural experimeéptarterly Journal of Economigs
2000,115(1), 201-235.

Kalmijn, Matthijs , “Status Homogamy in the United Stateslie American Journal of
Sociology 1991,97 (2), 496-523.

Kollock, Peter and Marc Smith, “Introduction: Communities in Cyberspace,” in Marc Smith
and Peter Kollock, edsCommunities in Cyberspackeondon: Routledge, 1999.

McKelvey, Richard and Thomas Palfrey, “Quantal Response Equilibria for Normal Form

18



Games,'Games and Economic Behavjdm995,10, 6-38.

Morgan, Peter, “A Model of Search, Coordination, and Market Segmentatibioyember 1995.
Manuscript, SUNY-Buffalo.

Mortensen, Dale “The Matching Process as a Noncooperative Bargaining Gamé, J.
McCall, ed., The Economics of Information and UncertainBhicago: University of Chicago
Press, 1982.

Pissarides, Christopher Equilibrium Unemployment Theagr@xford: Blackwell, 1990.

Schelling, Thomas C, “Dynamic Models of SegregationJournal of Mathematical Sociology
1971,1, 143-186.

Smith, Lones “Cross-Sectional Dynamics in a Two-Sided Matching Mod&992. mimeo.

__, “The Marriage Model with Search Frictions,” 1997. MIT Masuuipt.

Smits, Jeroen, Wout Ultee, and Jan Lammers‘Educational Homogamy in 65 Countries: An
Explanation of Differences in Openness Using Country-L&gllanatory Variables,”
American Sociological RevieWw998,63 (12), 264—285.

Wellman, Barry and Milena Gulia, “Virtual Communities as Communities: Net Surfers Don't
Ride Alone,” in Marc Smith and Peter Kollock, ed€ommunities in Cyberspackeondon:
Routledge, 1999.

Wong, Linda Y., “Structural Estimation of Marriage ModelsJburnal of Labor Economigs
2003,21 (3), 699-729.

19



Appendix A. Description of the Numerical Method

In this appendix, we summarize the algorithm which we use to ncag compute the equi-
libria of the game. Interested readers can find the compligerdahm at http://www.si.umich.edu/
“yanchen/

In computing the equilibrium, we iterate through all condiions of reservation values for
the six types of agents. For each combination of reservatidumes, we check whether it is an
equilibrium by going through the following procedure.

For a given combination of reservation values, for each,tygefirst compute the probabil-
ity distribution that this type will be in various positioms the queue after mating. We call this
theprobability distribution of queue positiongVe calculate the probability distribution by exhaus-
tively going through all matching combinations, and cadtulg the probability that a type is mated
and ends at a particular position in the queue. We then usesBalgeto compute the conditional
probability that a type is in a particular position in the gaeafter being matetf, as well as the
distribution of types leaving the queue and re-enteringieket.

Next, we compute thexpected valuéor each type, and the expected value of being reborn
when an agent leaves the queue and enters the market. WeecHtter an agentsebirth value
Note that, for each treatment, there is an expected valuedcin type and a rebirth value for all
types. We start with an initial value for the expected valtieach type, and an initial value for the
rebirth value. We then recalculate these values in theviatig way.

e The expected value of a typeconsists of two parts: If he is mated, he receives this valde a
the discounted rebirth value, where the discount factoomsputed by using the probability
distribution of queue positions. If he is not mated, he nezthe discounted expected value.
We then subtract the search cost.

e The expected rebirth value is the weighted sum of the values for each type, the value
of that type is weighted by the probability distribution thie type leaves the market and
enters the queue.

If an initial value is correct, it will be confirmed. If not, weeplace that initial value with
the recalculated new value. We repeat this procedure uhékpected values and rebirth values
converge.

Given the excepted values for a combination of reservatadues, we check the equilibrium
conditions. Given the combination of reservation valuestbér agents, if none of the agents can
be made better off by using other reservation values, thelmave found an equilibrium.

3This probability is not independent of the type. If, for imste, typer accepts types above— 1, then the extreme
types are less likely to be mated than are the middle typesveMer, on the other hand, if they are mated, they are
more likely to leave the queue early, as the mating of extrgipes puts less restriction on the possibility of other
matings.
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Appendix B. Experimental Instructions

The original instructions are in German. We present the EBhgranslation of a treatment with
segregation institution. Instructions for treatments withh segregation institution are identical
except they do not contain the “Two Markets” section nor paeiated to two markets. Hence
we omit these instructions here. Interested readers can fiaccomplete set of instructions at
http://www.si.umich.eduyanchen/

You are taking part in an economic experiment, which is béimgnced by various research-
promoting foundations. If you read the following instruets carefully, you can - depending on
the decisions you will make - earn money in addition to thera@ds start-up capital you receive
as a fee for your participation. It is, therefore, importemteed that you accurately pay attention
to the instructions given below.

The instructions distributed are intended for your persarfarmation only. Absolutely no
communication whatsoever is allowed for the duration of theexperiment. Please address any
guestions you might have to us directly. The violation o thile automatically leads to exclusion
from both the experiment itself and all pertaining payments

During this experiment, we do not deal with francs, but witdings. In each period you will,
therefore, earn points. The total amount of points earndldarcourse of the 10 periods will, on
completion of the experiment, be converted into francsatate of

1 point equals 23 centimes.

General Idea of the Experiment

In this experiment, you will do business with the other maptnts. Both you and the other
participants are allotted different assets, i.e., a figungkvrepresents the value of the asset of the
person who is making the deal. There are two different markearket A and market B. First, you
choose one of the two markets. Then you are matched with aguaot “your” market, you learn
the value of his asset, and you decide whether or not you wamiake a deal with him. If both
partners come to an agreement, the deal is on and both yowangartner give away their asset.
If you and your partner are not in agreement, the deal is ofthBou and he keep your respective
assets and can make a deal with another partner in the neéxtlper

The experiment’'s completion is not determined in advancsanming that, at the end of each
period a dice decides if the experiment is to be continued.

On the following pages we explain the procedure in detalil.
The Experiment’s Procedure in Detail
Allotment of Assets

At the beginning of the experiment, 12 out of 16 participaats each allotted an asset at
random between 1 and 6. Each asset is allotted to exactlyn@miduals. So, two participants
receive an asset of one, two participants receive an ass&bpetc. With the asset received, the
participants can make one deal. The 12 participants witlsaetat their disposal go on the market;
the 4 participants with no asset are put on hold on a waitstg li
The Two Markets

You can choose between the possible markets, A and B. At theatgarticipants in a market
are on market B. However, they can decide if they want to motgenmarket A or if they want to
remain in market B. The participants of both markets are therandom, matched as pairs, i.e.,
each participant in the market is, for the duration of a gkrimked with a partner with whom
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he can make a deal. Pairs are matched within one market. Itkioose market A, you will
be matched with a partner of market A. If you remain on markegdd will be matched with a
partner of market B. Both participants of one pair are inforraktheir respective partner’s asset
and decide, simultaneously and independently, whetheobtonmake a deal with their partner.
The deal is on if both partners are in agreement, in which loatieleave the market and are put on
hold on a waiting list. The income earned from one deal dependhe involved partners’ assets.

In order to join the participants of a market in pairs, eackheftwo markets must include an
even number of participants. It may, thus, happen that rerygvarticipant can join the market he
opts for. In such a case, a participant not able to enter tlikanaf his choice is randomly chosen,
in which event the following two rules prevail: 1) all parpants insisting to remain on the market
chosen can do so. 2) participants who in the previous peristed to change the market take
precedence over the participants who wish to change theamniarkhe current period.

How to Calculate Incomes

In the event of a deal reached, both partners achieve a pepf@rdling on one’s own and the
partner’s asset. The table below lists the profits resufaingach partner, if they agree on a deal.
Suppose you have an asset of 2 and agree on a deal with a gatteg an asset of 5. Then both
you and your partner achieve a profit of 27 points.

As you see from the table, the profit from a deal is higher, igbédr the respective partners’
assets are. So, the higher your own asset, the higher is yofitrfpom the deal. In addition, your
profit is also higher, the higher your partner’s asset isfolfjnstance, you have an asset of 3, the
profit achieved in the deal is 4, if you reach an agreement avpartner having an asset of 1. It
is 74, if you reach an agreement with a partner having an ag€et The same applies to your
partner: The higher his asset is, the higher is his profit feotkeal, and the higher your own asset,
the higher is the profit your partner makes from the deal.

Table: Profit from a deal achieved by each partner

your partner’'s asset
1 2 3 4 5 6

111 2 4 6 10 17

2,2 6 10 14 27 38
yourasset 3 4 10 25 39 57 74

4/ 6 14 39 50 68 89

5/10 27 57 68 90 116

6|17 38 74 89 116 150

In each periodyou are on the market, you have to beaoat of 2 points In the event that in
one period you make no deal, you have to bear the cost of oebeth points. If a deal is reached,
you make the profit as per the table minus the cost of 2 poihtgu have an asset of, say, 4 and
agree on a deal with a partner having an asset of 3, your egrifiom the current period result in
37 points.

When on hold on the waiting list, you can make no decision. idgitlo you make any profit
nor do you bear any cost.

At the End of a Period

All participants having made a deal leave the market and amdamly put on hold on the

waiting list. (Keep in mind that not those participants arstfput on hold who decided first in
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the current period.) The assets of the participants who raadkal during the current period are
randomly transferred to the first participants on hold onwiaéing list. These latter participants
can make a deal with these assets during the next period.

The participants having agreed on no deal keep their asseteeain on the market.

If you are on hold, you have to wait your turn until other pagants reach an agreement and
you can take over the asset of one of the leaving participémtie event that you find yourself at
the head of the waiting list, you get a leaving participaagset at random. This may already be
the case at the end of the period in which you yourself madeah geovided that, in the current
period, more than two pairs agreed on a deal. In the othet,ex@nhave to stay on hold, and wait
for a new asset for one or several periods.

This experiment allots an asset between 1 and 6 to exacthinwiduals. However, this asset
does not belong to the same individuals each time. Let'sragghat two persons are allotted the
asset of 3. In different periods, however, this asset magrigeto different participants: If, for
instance, you get an asset of 3 and, in an earlier period, ya matched with a partner having
an asset of 3, and a few periods later you are again matchbawiartner having an asset of 3, it
does not mean that you will also deal with the same partitipan
End of the Experiment

The experiment does not end after a predetermined numbegrafds. At the end of each
period, the participant occupying the place A2 will throwGface dice. The experiment reaches
its end when either 8 or 9 is thrown. In each of the other eyéimésexperiment continues.

Should the experiment last too few periods, it will be repddtom the very start. Above all,
the assets will be allotted anew. By this, all participaritese on the market and those on hold,
have the same prospect of being allotted a certain asset.

Example for the Experiment’s Procedure
The following table illustrates how the experiment is ruheTable is explained in detail below.

Period| 1 | 2 3 4 | 516 | 7 8 | 9|10 11
yourasset 2 | 2 2 2 ' W|W,| 5 5 | 4| 4 |4
partner'sasset 1 | 3 6 5 6 4 | 6| 3|3
you accept no | yes| no | yes yes|yes| no| no | no
partner acceptsno | no | yes| yes no | yes| no | yes| no
deal| no| no | no | yes no | yes| nho| no | no

profit 27 | - | - 68
cost| 2|2 |2 |2 |-|-|12]|2]|2|2]|2
earnings| -2 | -2 | -2 |25/ 0| 0| -2 |66|-2|-2]|-2

In the first period, you are allotted the asset of 2. You ch@skreceive market A. Hence,
you are matched with a partner from market A. Your partnetl@tad the asset of 1. Both you
and your partner decline the deal. The deal is off. As a regalir cost in this period amounts to
2 and your profit is -2.

In the second period, you still have the asset of 2. You agamose market A, and again you
are matched with a partner from market A. Your partner hassaptaof 3. You accept the deal,
whereas your partner does not. The deal is not on, and yotiiscgain 2 and your earnings result
in-2.
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In the third period, you choose and receive market B. You ariimed with a partner from
market B. Your partner is allotted the asset of 6. In this gen@ur partner accepts the deal, but
you don’t. No deal is on. Again you have a cost of 2 and, hentessaof -2.

In the fourth period, you again opt for market B. You are agaatahed with a partner from
market B. He is allotted an asset of 5. Both you and your parttez@ the deal. The deal is on
and you earn a profit af7 — 2 = 25 points in this period.

During the next two periods, you are on hold on the waiting liNeither cost nor earnings
result for you.

In the seventh period, you are allotted an asset of 5 with viaam make a deal in the eighth
period. In period 8, a great many participants reach a dedhat you enter the market again in
period 9. You are allotted an asset of 4. As the experimeastisihated after period 11 (participant
A2 throws the number 8 on the die), you can no longer make aalvdéh the asset of 4.

Procedure on the Computer

You are informed when you are on hold on the waiting list.

In the event that you are not on hold, you first decide whichketayou want to enter. The
following screen is presented for you to enter your choicee Teft side of the screen shows the
number of participants who, in earlier periods, opted forkegA. It also indicates how many
participants received asset 1 in market A, how many receigsdt 2 in market A, etc.

The right side of the screen again shows your asset. Furtrerngou are reminded of the
market in which you currently are dealing. You make your eitelow by activating either the
button “market A” or the button “market B.” In case you enterrke A, you are matched with a
partner in market A. If you enter market B, you are matched wigfartner in market B.

When you have decided on the market to enter, you will be shberidllowing screen. You
are again informed of your asset and have to make up your miredh&r or not to reach a deal
with your partner. You do so by determiningtaeshold value, indicating the minimum value you
accept as your partner’s asset in order to agree on a dealmvistidecide on a threshold value
before you know your partner’s actual asset. Whether theidealcepted is determined by both
the threshold value and your partner’s actual asset: If paniner’s asset is at least as high as the
amount of your threshold value, the deal is accepted; otlsert is not. If you insert a threshold
value of, suppose, 4, and your partner has an asset of 1, 2tloe 8eal is not accepted (and the
deal is off). If you insert a threshold value of 4, and yourtpar has an asset of 4, 5, or 6, however,
the deal is accepted. (The deal is on if your partner acceitsi)

You insert your threshold value on the following screen. Aersas your decision is made,
mouse-click the “OK” button. As long as you don’t activate tBK button, you can revise your
decision by highlighting your input and inserting a new fegur

When all participants have reached a decision, the screewstlows your earnings. On the
left side, you are informed of how many participants optadiiarket A. In addition, you can see
the value of your asset, the value of your partner’s assdtftamthreshold value you determined.
You also learn if your partner was prepared to make the deat€her you do not see his threshold
value) and, finally, the resulting profits from the decisiomasde and both the cost and earnings of
the current period. At last, the total income from the expent is shown. (In the event that the
experiment is repeated, the total income is reduced to hag@dicourse, you will be paidll the
money earned during all experiments.)

As soon as all participants have mouse-clicked the “coetirautton, or when time is up,
one period is complete. A2 throws the ten-face dice. If hewisra figure between 0 and 7, the
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experiment goes on. If he throws the figures 8 or 9, the exmeing discontinued. In case the
experiment has too few periods, it is repeated.
Control Questions

1. Your asset is 5 and you determine a threshold value of 2r yarner is willing to make a
deal with you. What is your income from this period, if ...

(@) ... your partner'sassetis1? ......ccccceeeeeeennn.
(b) ... your partner's assetis 2 ? ......ccceeeeeeeennnn.
(c) ... your partner's assetis 3 7? .....cccccceeeveeeenn.
(d) ... your partner's assetis 4 ? .....cccceeeeeeeenennn.
(e) ... your partner's assetis5? .....ccccceeveiieeennn.
(f) ... your partner's assetis 6 ? .......ccccceeeevannnn.

2. You have an asset of 1. Your partner has an asset of 4.

(&) What is your income from this period, if you decide on ashad value of 1 and your
current partner is prepared to deal? ............c.......

(b) What is your income from this period, if you decide on a ¢lua@d value of 2 and your
current partner is not prepared to deal? .................

(c) What is your income from this period, if you decide on a siv@d value of 3 and your
current partner is prepared to deal? ....................

(d) What is your income from this period, if you decide on a ¢luiad value of 4 and your
current partner is not prepared to deal? .................

(e) What is your income from this period, if your decide on &#nold value of 5 and your
current partner is prepared to deal? ....................

() Whatis your income from this period, if you decide on a #ireld value of 6 and your
current partner is not prepared to deal? .................

3. Suppose you have an asset of 5 and opt for market A. Apamt yawu, there are five other
participants in market A, of which one has an asset of 1, oseahaasset of 2, one has an
asset of 3, one has an asset of 4, and one has an asset of 6. \WMegpiebability of your
partner having ...

(@ ...theassetl? ....cccoceeeeveeennnnn.
(b) ...theasset2? ....ccceeeeeevveennnn.
(c) ...theasset3? .......ceeviirrnnnn.
(d) ...theasset4? ....cccoovvvrveerrnnnn.
(€) ...theasset5? ...ccocovvveveennnnnnn.
(f) ...theasset6 ? ....cccoocvvvevrrrenenn.
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4. Suppose you have an asset of 4 and opt for market A. Apant yaw, there are three other
participants in market A, of which two have an asset of 5 arelltas an asset of 6. What is

the probability of your partner having ...
(@ ...theassetl? ...ccccoeeeeeiieennnnn.
(b) ...theasset2? ....cccceeeeeveeennrnn.
() ...theasset3? .....ccceevvrreeernen.
(d) ...theasset4? .........eeevvvvrnnnnnn.
(e) ...theasset5? ....ccceeeeevvvvrnnnnnn.
() ...theasset6 ? ......cceeeevvrevnnnnnn.

5. What is your income in the event that you are on hold on théngglist? ........................
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Payoff Matrix 1

Type 1 2 3 4 5 6
1 1 2 4 6 10 17
2 2 6 10 14 27 38
3 4 10 25 39 57 74
4 6 14 39 50 68 89
5 10 27 57 68 90 116
6 17 38 74 89 116 150
Payoff Matrix 2
Type 1 2 3 4 5 6
1 10 11 12 13 14 16
2 11 13 16 18 21 24
3 12 16 20 24 28 33
4 13 18 24 30 35 41
5 14 21 28 35 43 b5l
6 16 24 33 41 51 60

Table 1. Two Payoff Matrices

27



8¢

Payoff Segregation Number of runs Total # of

matrix Institution Session 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 Psriod
1 no 1 6 1 12 8 33 60
1 no 2 6 4 3 5 3 5 3 7 6 42
1 no 3 2 14 1 2 1 1 1 7 9 3 41
1 no 4 1 1 11 3 4 2 12 3 11 48
1 yes 9 1 6 2 3 4 112 1 1 2 41
1 yes 10 4 4 6 4 7 1 4 9 6 45
1 yes 11 4 1 8 1 7 3 5 20 49
1 yes 14 3 3 3 4 3 4 1 3 18 42
2 no 5 1 13 1 7 1 4 4 2 4 2 3 42
2 no 6 1 2 10 5 2 7 2 8 4 41
2 no 7 5 1 7 6 6 5 1 3 18 52
2 no 8 6 8 3 4 1 1 9 2 9 43
2 yes 12 1 1 3 9 5 3 16 1 1 40
2 yes 13 3 31 1 1 2 4 1 3 4 6 3 1 3 7 43
2 yes 15 9 1. 8 2 3 1 1 2 2 1 4 2 9 45
2 yes 16 2 1 4 13 2 5 4 4 3 4 42

Table 2: Features of Experimental Sessions



Payoff Matrix 1: No Segregation Institution

Submitted Threshold
Type 1 2 3 4 5 6
1 093 0.04 0.03 0.01 0.00 0.00
2 0.70 0.22 0.04 0.02 0.01 0.00
3 0.24 0.22 0.48 0.06 0.01 0.00
4 0.17 0.15 0.49 0.18 0.00 0.00
5 0.12 0.13 054 0.16 0.04 0.01
6 0.13 0.10 0.38 0.30 0.10 0.00
Payoff Matrix 1. Segregation Institution
Submitted Threshold
Type 1 2 3 4 5 6
1 0.92 0.03 0.03 0.02 0.01 0.00
2 0.74, 0.19 0.04 0.01 0.02 0.00
3 0.34/ 0.32 0.27 0.07 0.00 0.00
4 0.17, 0.12 0.49 0.21 0.01 0.00
5 0.15 0.07 0.35 0.32 0.11 0.00
6 0.11) 0.04 0.30 0.36 0.17 0.02
Payoff Matrix 2: No Segregation Institution
Submitted Threshold
Type 1 2 3 4 5 6
1 092 0.02 0.03 0.01 0.01 0.01
2 0.89 0.07 0.03 0.01 0.01 0.00
3 042 0.34 0.20 0.03 0.01 0.00
4 0.24 0.29 0.34 0.13 0.01 0.00
5 0.15 0.20 0.33 0.26 0.05 0.00
6 0.15 0.07 0.36 0.26 0.15 0.01
Payoff Matrix 2: Segregation Institution
Submitted Threshold
Type 1 2 3 4 5 6
1 096 0.02 0.01 0.00 0.00 0.01
2 088 0.10 0.01 0.01 0.00 0.00
3 049 0.36 0.14 0.01 0.00 0.00
4 0.29 0.29 0.36 0.06 0.00 0.00
5 0.23 0.17 0.38 0.21 0.01 0.00
6 0.19 0.10 0.18 0.46 0.08 0.00
Note:

1. Boldface indicates mode of distribution.
2. Grey shade and frame box indicate equilibrium threshold.

Table 3: Distribution of Submitted Thresholds by Type: Alligu
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PM 1: No Segregation Institution
Payoff Difference

Type 1 2 3 4 5 6
1 24 25 27 29 33 40
2 18 22 26 30 43 54
3 -3 3 18 32 50 67
4 -14 -6 19 30 48 69
5 26 -9 21 32 54 80
6 -35 -14 22 37 64 098

PM 1: Segregation Institution
Payoff Difference
pe 1 2 3 4 5 6
9 10 12 14 18 25
5 9 13 17 30 41
-14 -8 7 21 39 56
29 -21 4 15 33 54
-43 -26 4 15 37 63
55 34 2 17 44 78
PM 2: No Segregation Institution

Payoff Difference
Type 1 2 3 4 5 6

<

OO, WNBE

1 6 7 8 9 10 12
2 4 6 9 11 14 17
3 -1 3 7 11 15 20
4 -5 0O 6 12 17 23
5 -10 -3 4 11 19 27
6 -13 -5 4 12 22 31

PM 2: Segregation Institution
Payoff Difference

Type 1 2 3 4 5 6
1 6 7 8 9 10 12
2 4 6 9 11 14 17
3 0 4 8 12 16 21
4 6 -1 5 11 16 22
5 -10 -3 4 11 19 27
6 -14 -6 3 11 21 30

Table 4. Simulated Payoff Difference between Accepting Regecting a Match
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Payoff Matrix 1: No Segregation Institution

Submitted Threshold: First Run Submitted Threshold: Last Run
Type | 1 2 3 4 5 6 1 2 3 4 5 6
1 0.83 0.13 0.03 0.00 0.00 0.001.00 0.00 0.00 0.00 0.00 0.00
2 0.60 0.17 0.20 0.03 0.00 0.000.86 0.12 0.02 0.00 0.00 0.00
3 |0.13 0.27 0.53 0.07 0.00 0.00 0.28 0.14 0.57 0.01 0.00 0.00
4 10.23 0.07 0.67 0.03 0.00 0.0Q0 0.18 0.24 0.37 0.22 0.00 0.00
5 ]0.07 0.10 0.57 0.23 0.03 0.00 0.13 0.21 056 0.09 0.01 0.00
6 |0.13 0.03 0.17 0.57 0.10 0.00f 0.12 0.13 0.51 0.18 0.06 0.00
Payoff Matrix 1: Segregation Institution
Submitted Threshold: First Run Submitted Threshold: Last Run
Type | 1 2 3 4 5 6 1 2 3 4 5 6
1 0.73| 0.11 0.09 0.05 0.02 0.000.95| 0.01 0.03 0.01 0.00 0.00
2 0.61| 0.27 005 0.05 0.02 0.000.77| 0.16 0.04 0.01 0.00 0.01
3 0.18/ 0.41 0.25 0.16 0.00 0.00f 0.41] 0.24 0.26 0.09 0.00 0.00
4 0.20, 0.18 0.48 0.09 0.05 0.00| 0.11] 0.14 0.45 0.29 0.01 o0.00
5 0.18 0.09 0.34 0.16 0.23 0.00| 0.15| 0.01 0.36 0.37 0.11 o0.00
6 0.11] 0.07 0.32 0.30 0.18 0.02| 0.11| 0.00 0.28 0.40 0.18 0.02
Payoff Matrix 2: No Segregation Institution
Submitted Threshold: First Run Submitted Threshold: Last Run
Type | 1 2 3 4 5 6 1 2 3 4 5 6
1 0.73 0.12 0.08 0.04 0.00 0.040.99 0.00 0.00 0.00 0.01 0.00
2 0.58 0.27 0.04 0.04 0.08 0.00099 0.01 0.00 0.00 0.00 0.00
3 0.38 0.31 0.23 0.08 0.00 0.000.49 0.38 0.09 0.01 0.03 0.00
4 0.12 0.15 046 0.27 0.00 0.00 043 0.38 0.18 0.00 0.01 o0.00
5 0.04 0.23 042 0.27 0.04 0.00 0.19 0.38 0.26 0.10 0.06 0.00
6 0.08 0.08 0.42 0.19 0.23 0.00 0.21 0.09 0.34 0.28 0.09 0.00
Payoff Matrix 2: Segregation Institution
Submitted Threshold: First Run Submitted Threshold: Last Run
Type | 1 2 3 4 5 6 1 2 3 4 5 6
1 0.80 0.10 0.03 0.00 0.00 0.07100 0.00 0.00 0.00 0.00 0.00
2 0.83 0.13 0.03 0.00 0.00 0.000.90 0.10 0.00 0.00 0.00 0.00
3 0.33 047 020 0.00 0.00 0.000.38 0.33 0.29 0.00 0.00 0.00
4 0.13 0.30 0.47 0.10 0.00 0.00 0.21 0.26 0.48 0.05 0.00 0.00
5 0.13 0.30 043 0.10 0.03 0.00 0.31 0.26 0.31 0.12 0.00 0.00
6 0.07 0.07 0.23 0.53 0.10 0.00/ 0.24 0.10 0.21 0.43 0.02 0.00
Note:

1. Boldface indicates mode of distribution.
2. Grey shade and frame box indicate equilibrium threshold.

Table 5: Distribution of Submitted Thresholds by Type: Fus. Last Run
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Dependent Variable: Change in Submitted Threshold

Type 1 Type 2 Type 3 Type 4 Type 5 Type 6
Accepted-by-othér! -1.321 -0.686 -0.149 -0.195 -0.538
(0.226)*** (0.117)*** (0.059)**  (0.047)*** (0.243)**
Accepted-by-other®’" . 1.307 0.756 0.31 0.233 0.422 0.441
(0.226)*** (0.116)*** (0.068)*** (0.037)*** (0.063)*** ( 0.066)***
Constant 0.003 -0.052 -0.129 0 0.25 -0.349
-0.013 (0.022)**  (0.043)*** -0.047 -0.242 (0.034)***
Observations 787 670 578 556 579 611
Adjusted R-squared 0.114 0.059 0.053 0.036 0.074 0.077
Hy:b=0,H,:b<0 0.01 0.01 0.01 0.01 0.05 -
Hy:b+c=0,
Hi:b+c#0 0.64 0.21 0.02 0.43 0.66 -

Notes:
1. Robust standard errors in parentheses are adjustedifteichg at the session level.
2. Significant at: * 10%; ** 5%; *** 1%.

3. The variable Accepted-by-partner is dropped in the lalstron since type 6s are always accepted by their partners.
4. The bottom panel presents the null and alternative hygseth as well as the corresponding p-values for the F-tests.

Table 6: Change in Submitted Threshold as a Function of Pxpeg&ence

Dependent Variable: Equilibrium Threshold
Payoff Matrix 1 Payoff Matrix 2
No Seg. Institution Seg. Institution No Seg. Institution gSkastitution

Own Type -0.22 -0.26 -0.56 -0.54

(0.03)*** (0.04)*** (0.05)*** (0.05)***

Constant 0.91 1.32 1.85 1.92

(0.11)*** (0.12)*** (0.08)*** (0.10)***

Observations 2,292 2,124 2,136 2,040
Notes:

1. Robust standard errors in parentheses are adjustedifteichg at the session level.
2. Significant at: *** 1% level.

Table 7: Probit: Proportion of Equilibrium Play and Own Type
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Dependent Variable: Desired Market at Round

Payoff Matrix 1
Type 1l Type 2 Type 3 Type 4 Type 5 Type 6
nf; 0.1867 0.2616 0.0693 -0.1435 -0.0172 -0.1158
(0.0624)*** (0.1078)** (0.1114) (0.0683)**  (0.0844) (021)***
ntt  0.0582 0.0012 0.2517 -0.0134 -0.0057 -0.2159
(0.1623) (0.0736) (0.1493)* (0.1243) (0.0466) (0.1588)
n{~* -0.0970 -0.0048 -0.0129 0.2701 -0.0318 -0.0591
(0.0549)* (0.0922) (0.2176) (0.2221) (0.1481) (0.1891)
nggl 0.1009 0.0039 0.1298 0.4303 0.5617 0.4937
(0.0292)*** (0.0956) (0.0582)**  (0.0657)*** (0.0670)** (0.0480)***
ntljf 0.0598 0.0839 -0.0837 -0.0710 -0.2036 0.1132
(0.0362)* (0.0285)*** (0.0642) (0.0490) (0.0543)*** (0/5)
nt?  0.0964 -0.1188 -0.1559 0.0579 0.0388 -0.0903
(0.1130) (0.1218) (0.0655)**  (0.0590) (0.0718) (0.0592)
n{™? -0.0352 0.1813 -0.0153 -0.0574 0.0976 0.0819
(0.0475) (0.1012)* (0.0474) (0.1253) (0.0853) (0.0832)
ngj -0.0313 -0.0880 0.1159 -0.0228 0.0448 0.0902
(0.0964) (0.0424)**  (0.0903) (0.1451) (0.0521) (0.1066)
Constant -0.9213 -0.5270 -0.4788 -0.5159 -0.5581 -0.8223
(0.3902)**  (0.5394) (0.2294)**  (0.5326) (0.3193)* (0.68p
Observations 338 338 338 338 338 338
Payoff Matrix 2
Type 1 Type 2 Type 3 Type 4 Type 5 Type 6
ntljzl 0.3549 0.2076 0.0106 -0.1557 -0.1150 -0.2085
(0.1308)*** (0.0898)**  (0.0387) (0.0383)*** (0.0716) (0994)**
nt ' 0.0398 -0.1540 0.2739 -0.1144 -0.0482 -0.1058
(0.1131) (0.0810)* (0.1831) (0.1645) (0.0952) (0.1215)
n{~t 0.0962 -0.0492 -0.0821 0.3128 0.2170 0.3650
(0.1240) (0.0383) (0.0916) (0.1489)**  (0.0781)*** (0.1BB*
ngj61 -0.0126 0.1289 0.3282 0.2984 0.3583 0.3961
(0.0497) (0.0575)**  (0.1097)*** (0.0762)*** (0.0661)*** (0.1023)***
n’ff 0.0073 0.0673 -0.0774 0.0030 -0.0787 0.0510
(0.0313) (0.0696) (0.1347) (0.1223) (0.0934) (0.0711)
nt?  -0.1099 -0.2707 0.2237 0.0885 0.2802 -0.1323
(0.1145) (0.0614)*** (0.1020)**  (0.1333) (0.1031)*** (@285)
ni"? 0.0447 0.1765 0.0380 -0.0425 -0.0519 -0.0069
(0.0322) (0.1297) (0.0831) (0.1146) (0.0300)* (0.2080)
né}f -0.0933 -0.0653 0.0446 0.1538 0.1543 0.2769
(0.1287) (0.1156) (0.0711) (0.1033) (0.0556)*** (0.1182)
Constant -0.4944 -0.0755 -1.0625 -0.8655 -1.1178 -1.1681
(0.2376)**  (0.3458) (0.5521)* (0.6723) (0.2436)** (0.85)***
Observations 324 324 324 324 324 324

Notes:

1. Independent variablef[j, denotes the number of types 1 and 2 in market A at raund, etc.
2. Robust standard errors in parentheses are adjustedifteichg at the session level.

3. Significant at: * 10% level; ** 5% level; *** 1% levet.

Table 8: Desired Market Under Each Payoff Matrix



Payoff Matrix 1
Session # H, D P-value
Session 9 Observed Random 0.5798 0.000
Session 10 Observed Random  0.2677 0.002
Session 11 Observed Random  0.3762 0.000
Session 14 Observed Random 0.2106 0.035

Payoff Matrix 2
Session # H, D P-value
Session 12 Observed Random -0.1378 0.373
Session 13 Observed Random  0.2480 0.007
Session 15 Observed Random  0.1432 0.164
Session 16 Observed Random -0.6837 0.000

Table 9: Kolmogorov-Smirnov Equality of Distribution Tesior Comparison of Observed and
Random Distribution of Segmentation Indexes
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Figure 1: Payoff Matrices 1 and 2
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Figure 2: Average Threshold in Payoff Matrices 1 and 2
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Figure 3: Dynamics of the Segmentation Indexes
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